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18 Chapter 2. Image Matting

The mean µB and covariance matrix !B can can computed from the collection of
NB background sample locations {Bi} in B using:

µB = 1
NB

NB∑

i=1

I (Bi)

!B = 1
NB

NB∑

i=1

(I (Bi)−µB)(I (Bi)−µB)⊤

(2.14)

We can do the same thing for the foreground pixels in the trimap. Therefore, we
can obtain estimates for the prior distributions in Equation (2.10) as:

log P(B) ≈ −(B −µB)⊤!−1
B (B −µB)

log P(F ) ≈ −(F −µF )⊤!−1
F (F −µF )

(2.15)

where we’ve omitted constants that don’t affect the optimization. For the moment,
let’s also assume P(α) is constant (we’ll relax this assumption shortly). Then sub-
stituting Equation (2.12) and Equation (2.15) into Equation (2.10) and setting the
derivatives with respect to F , B, and α equal to zero, we obtain the following
simultaneous equations:

[
!−1

F +α2/σ 2
d I3×3 α(1 −α)/σ 2

d I3×3

α(1 −α)/σ 2
d I3×3 !−1

B + (1 −α)2/σ 2
d I3×3

][
F
B

]

=
[

!−1
F µF +α/σ 2

d I
!−1

B µB + (1 −α)/σ 2
d I

]

(2.16)

α = (I − B) · (F − B)

(F − B) · (F − B)
(2.17)

Equation (2.16) is a 6 × 6 linear system for determining the optimal F and B for
a given α; I3×3 denotes the 3 × 3 identity matrix. Equation (2.17) is a direct solu-
tion for the optimal α given F and B. This suggests a simple strategy for solving the
Bayesian matting problem. First, we make a guess for α at each pixel (for example,
using the input trimap). Then, we alternate between solving Equation (2.16) and
Equation (2.17) until the estimates for F , B, and α converge.

2.3.2 Refinements and Extensions

In typical natural image matting problems, it’s difficult to accurately model the
foreground and background distributions with a simple pdf. Furthermore, these dis-
tributions may have significant local variation in different regions of the image. For
example, Figure 2.9a illustrates the sample foreground and background distribu-
tions for a natural image. We can see that the color distributions are complex, so
using a simple function (such as a single Gaussian distribution) to create pdfs for the
foreground and background is a poor model. Instead, we can fit multiple Gaussians
to each sample distribution to get a better representation. These Gaussian Mixture
Models (GMMs) can be learned using the Expectation-Maximization (EM) algorithm
[45] or using vector quantization [356]. Figure 2.9b shows an example of multiple
Gaussians fit to the same sample distributions as in Figure 2.9a. The overlap between
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Closed Form Matting

• How to get F and B from alpha matte? 

• Visualize Color Line Assumption for different window sizes 
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Resources/ References

• A Bayesian Approach to Digital Matting  
http://grail.cs.washington.edu/projects/digital-matting/image-matting/ 

• [CVFX] Computer Vision for Visual Effects, R. Radke, Ch. 2  

• http://www.alphamatting.com/datasets.php
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Abstract
This paper proposes a new Bayesian framework for solving
the matting problem, i.e. extracting a foreground element from
a background image by estimating an opacity for each pixel
of the foreground element. Our approach models both the
foreground and background color distributions with spatially-
varying sets of Gaussians, and assumes a fractional blending
of the foreground and background colors to produce the final
output. It then uses a maximum-likelihood criterion to esti-
mate the optimal opacity, foreground and background simul-
taneously. In addition to providing a principled approach to
the matting problem, our algorithm effectively handles objects
with intricate boundaries, such as hair strands and fur, and
provides an improvement over existing techniques for these
difficult cases.

1. Introduction
In digital matting, a foreground element is extracted from a
background image by estimating a color and opacity for the
foreground element at each pixel. The opacity value at each
pixel is typically called its alpha, and the opacity image, taken
as a whole, is referred to as the alpha matte or key. Fractional
opacities (between 0 and 1) are important for transparency
and motion blurring of the foreground element, as well as for
partial coverage of a background pixel around the foreground
object’s boundary.
Matting is used in order to composite the foreground ele-

ment into a new scene. Matting and compositing were origi-
nally developed for film and video production [4], where they
have proven invaluable. Nevertheless, “pulling a matte” is
still somewhat of a black art, especially for certain notoriously
difficult cases such as thin whisps of fur or hair. The prob-
lem is difficult because it is inherently underconstrained: for a
foreground element over a single background image there are
in general an infinite number of interpretations for the fore-
ground’s color versus opacity.
In practice, it is still possible to pull a satisfactory matte in

many cases. One common approach is to use a background
image of known color (typically blue or green) and make cer-
tain assumptions about the colors in the foreground (such as
the relative proportions of red, green, and blue at each pixel);
these assumptions can then be tuned by a human operator.

Other approaches attempt to pull mattes from natural (arbi-
trary) backgrounds, using statistics of known regions of fore-
ground or background in order to estimate the foreground and
background colors along the boundary. Once these colors are
known, the opacity value is uniquely determined.
In this paper, we survey the most successful previous ap-

proaches to digital matting—all of them fairly ad hoc—and
demonstrate cases in which each of them fails. We then in-
troduce a new, more principled approach to matting, based
on a Bayesian framework. While no algorithm can give per-
fect results in all cases (given that the problem is inherently
underconstrained), our Bayesian approach appears to give im-
proved results in each of these cases.

2. Background
As already mentioned, matting and compositing were origi-
nally developed for film and video production. In 1984, Porter
and Duff [8] introduced the digital analog of the matte—the
alpha channel—and showed how synthetic images with alpha
could be useful in creating complex digital images. The most
common compositing operation is the over operation, which
is summarized by the compositing equation:

C = αF + (1 − α)B , (1)

where C, F , and B are the pixel’s composite, foreground,
and background colors, respectively, andα is the pixel’s opac-
ity component used to linearly blend between foreground and
background.
The matting process starts from a photograph or set of pho-

tographs (essentially composite images) and attempts to ex-
tract the foreground and alpha images. Matting techniques
differ primarily in the number of images and in what a pri-
ori assumptions they make about the foreground, background,
and alpha.
Blue screen matting was among the first techniques used

for live action matting. The principle is to photograph the sub-
ject against a constant-colored background, and extract fore-
ground and alpha treating each frame in isolation. This sin-
gle image approach is underconstrained since, at each pixel,
we have three observations and four unknowns. Vlahos pi-
oneered the notion of adding simple constraints to make the
problem tractable; this work is nicely summarized by Smith

http://grail.cs.washington.edu/projects/digital-matting/image-matting/
http://www.alphamatting.com/datasets.php
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Details
• python libraries  

• http://scikit-image.org/ 

• https://www.scipy.org/ 

• http://www.numpy.org/ 

• http://matplotlib.org/ 

• http://opencv.org/  —>  http://simplecv.org/  

• Python tutorials: 

• http://pythonvision.org/basic-tutorial/ 

• https://codewords.recurse.com/issues/six/image-processing-101

http://scikit-image.org/
https://www.scipy.org/
http://matplotlib.org/
http://opencv.org/
http://pythonvision.org/basic-tutorial/
https://codewords.recurse.com/issues/six/image-processing-101
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